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1. Extension to Segmentation

Figure 1 shows the framework of FedAD when extended to segmentation. The class-specific attention maps are obtained
through activation on the pixel-wise logits. The logits ensemble are conducted pixel-wisely. And the attention ensemble is to
take class-specific intersection and union activation maps, and implemented in the same way as that in classification tasks.
2. Experiments
2.1. Implementation details for models trained on CIFAR-10/100

Following FedDF [1], the number of local nodes is set to X = 20. Random crop, flip, and cutout are used as data
augmentation strategies. We train each local model individually with SGD and CosineAnnealing, decreasing the learning
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Figure 1. The framework of FedAD when extended to segmentation.



rate from 0.0025 to 0.001 in 500 epochs with a batch size of 16. For distillation, we use the Adam optimizer, a constant
learning rate of le-3, and a batch size of 512. We train CIFAR-10 and CIFAR-100 with 200 and 10 epochs respectively.
Weight decay is set to 3e-4 and O for local training and distillation respectively.

2.2. Implementation details for models trained on Chest X-Ray Images

For samples with multiple classes labeled as positive, we choose the most infrequent one (the class with least positive
samples) as its label for the Dirichlet data split. We use ResNet-34 with batch size as 32 and the same data augmentation
methods as in prior work [3]. Each local model is trained individually with SGD and CosineAnnealing and a decreasing
learning rate from le-3 to le-6 across 20 epochs. For distillation, we use SGD and CosineAnnealing, and a decreasing
learning rate from le-2 to le-3 across 20 epochs.

2.3. Extension to NLP tasks

We evaluate our framework on two text classification datasets: AG News [4] and SST2 [2] using the settings in FedDF [1].
The table below reports our FedAD’s accuracy (%) on two text classification datasets: AG News and SST2 (using the same
experimental settings as FedDF). We can note FedAD gives competitive performance on both datasets.

Dataset | FedAVG FedDF FedAD | Dataset | FedAVG FedDF FedAD
AG News 91.98 92.57 92.01 SST2 87.13 88.51 88.59
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